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Connection to other lectures 

• Astrophysical sources - I. Mandel (last week) 

• Cosmological sources - V. Mandic (starting tomorrow) 

• Data analysis - A. Weinstein (last week), J. Veitch (this week) 

• Pulsar timing - N. Cornish (next week) 

• LISA detector / science - M. Hewitson, A. Sesana (next week)
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Some references (not complete)
• B. Allen - “The stochastic gravitational-wave background: sources and detection,” from Les Houches School in 

Oct 1995 

• M. Maggiore - “Gravitational-wave experiments and early universe cosmology” (2000)  

• C. Caprini, D. Figueroa - “Cosmological backgrounds of gravitational waves” (2018) 

• T. Regimbau - “The astrophysical stochastic gravitational-wave backgrounds” (2011) 

• J. Romano, N. Cornish - “Detection methods for stochastic gravitational-wave backgrounds: a unified 
treatment” (2017)  

• R. Smith, E. Thrane - “Optimal search for an astrophysical gravitational-wave background” (2018) 

• Plus recent observational papers from LIGO, Virgo, pulsar timing arrays, etc., quoting upper limits on the strength 
of stochastic gravitational-wave backgrounds
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Resources

• Slides 

• Exercises (suggested)  

• Solutions 

• Code examples (ipython notebooks)
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https://github.com/josephromano/leshouches



Plan for lectures

1. Motivation / context 

2. Different types of stochastic backgrounds 

3. Characterizing a stochastic GW background 

4. Correlation methods 

5. Some simple examples

1. Non-trivial detector response 

2. Non-trivial correlated response 

3. What to do in the absence of correlations 
(e.g., for LISA)? 

4. Frequentist and Bayesian methods 

5. Example: searching for the background from 
BBH mergers

Today: Overview / Basics Tomorrow: Details / Example
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1. Motivation
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Ultimate goal: produce GW analogue of CMB sky map

Planck 2013

ΔT( ̂n)/T ∼ 10−5
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But there’s a long road ahead…
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(4080 Mc/s <-> 7.35 cm)

1965: Penzias & Wilson

2018: And we haven’t detected the 
isotropic component of the 
GW background yet!

2013: WMAP, Planck

(ang resolution: ~10 arcmin)

Angular

power spectrum
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1992: COBE

(ang resolution: ~10 degrees)

23 23 

FIRAS Horn & Ext. Calibrator 

COBE Spectrum of the Universe !

- first 7 minutes of data!

- Jan 1990 AAS meeting!

2.725 K

blackbody



At least we’ve detected other GW signals…

• 5 (or 6) binary black hole (BBH) mergers and 
1 binary neutron star (BNS) merger 

• with similar detections expected in O3, … 

• very strong events!!

GW150914
GW170817 / GRB170817A
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Observation of Gravitational Waves from a Binary Black Hole Merger

B. P. Abbott et al.*

(LIGO Scientific Collaboration and Virgo Collaboration)
(Received 21 January 2016; published 11 February 2016)

On September 14, 2015 at 09:50:45 UTC the two detectors of the Laser Interferometer Gravitational-Wave
Observatory simultaneously observed a transient gravitational-wave signal. The signal sweeps upwards in
frequency from 35 to 250 Hz with a peak gravitational-wave strain of 1.0 × 10−21. It matches the waveform
predicted by general relativity for the inspiral and merger of a pair of black holes and the ringdown of the
resulting single black hole. The signal was observed with a matched-filter signal-to-noise ratio of 24 and a
false alarm rate estimated to be less than 1 event per 203 000 years, equivalent to a significance greater
than 5.1σ. The source lies at a luminosity distance of 410þ160

−180 Mpc corresponding to a redshift z ¼ 0.09þ0.03
−0.04 .

In the source frame, the initial black hole masses are 36þ5
−4M⊙ and 29þ4

−4M⊙, and the final black hole mass is
62þ4

−4M⊙, with 3.0þ0.5
−0.5M⊙c2 radiated in gravitational waves. All uncertainties define 90% credible intervals.

These observations demonstrate the existence of binary stellar-mass black hole systems. This is the first direct
detection of gravitational waves and the first observation of a binary black hole merger.

DOI: 10.1103/PhysRevLett.116.061102

I. INTRODUCTION

In 1916, the year after the final formulation of the field
equations of general relativity, Albert Einstein predicted
the existence of gravitational waves. He found that
the linearized weak-field equations had wave solutions:
transverse waves of spatial strain that travel at the speed of
light, generated by time variations of the mass quadrupole
moment of the source [1,2]. Einstein understood that
gravitational-wave amplitudes would be remarkably
small; moreover, until the Chapel Hill conference in
1957 there was significant debate about the physical
reality of gravitational waves [3].
Also in 1916, Schwarzschild published a solution for the

field equations [4] that was later understood to describe a
black hole [5,6], and in 1963 Kerr generalized the solution
to rotating black holes [7]. Starting in the 1970s theoretical
work led to the understanding of black hole quasinormal
modes [8–10], and in the 1990s higher-order post-
Newtonian calculations [11] preceded extensive analytical
studies of relativistic two-body dynamics [12,13]. These
advances, together with numerical relativity breakthroughs
in the past decade [14–16], have enabled modeling of
binary black hole mergers and accurate predictions of
their gravitational waveforms. While numerous black hole
candidates have now been identified through electromag-
netic observations [17–19], black hole mergers have not
previously been observed.

The discovery of the binary pulsar systemPSR B1913þ16
by Hulse and Taylor [20] and subsequent observations of
its energy loss by Taylor and Weisberg [21] demonstrated
the existence of gravitational waves. This discovery,
along with emerging astrophysical understanding [22],
led to the recognition that direct observations of the
amplitude and phase of gravitational waves would enable
studies of additional relativistic systems and provide new
tests of general relativity, especially in the dynamic
strong-field regime.
Experiments to detect gravitational waves began with

Weber and his resonant mass detectors in the 1960s [23],
followed by an international network of cryogenic reso-
nant detectors [24]. Interferometric detectors were first
suggested in the early 1960s [25] and the 1970s [26]. A
study of the noise and performance of such detectors [27],
and further concepts to improve them [28], led to
proposals for long-baseline broadband laser interferome-
ters with the potential for significantly increased sensi-
tivity [29–32]. By the early 2000s, a set of initial detectors
was completed, including TAMA 300 in Japan, GEO 600
in Germany, the Laser Interferometer Gravitational-Wave
Observatory (LIGO) in the United States, and Virgo in
Italy. Combinations of these detectors made joint obser-
vations from 2002 through 2011, setting upper limits on a
variety of gravitational-wave sources while evolving into
a global network. In 2015, Advanced LIGO became the
first of a significantly more sensitive network of advanced
detectors to begin observations [33–36].
A century after the fundamental predictions of Einstein

and Schwarzschild, we report the first direct detection of
gravitational waves and the first direct observation of a
binary black hole system merging to form a single black
hole. Our observations provide unique access to the

*Full author list given at the end of the article.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOI.

PRL 116, 061102 (2016)
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…and we expect many more weaker signals

• individually undetectable (subthreshold) 

• but detectable as a collectivity via their 
common influence on multiple detectors 

• combined signal described statistically—
stochastic gravitational-wave background
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FIG. 2. We present a simulated time series of duration 104

seconds illustrating the character of the BBH and BNS signals
in the time domain. In red we show a simulated BNS back-
ground corresponding to the median rate as shown in Figure 1,
and in green we display the median BBH background. We do
not show any detector noise, and do not remove some loud
and close events that would be detected individually. The re-
gion in the black box, from 1800 – 2600 seconds, is shown in
greater detail in the inset. The BNS time series is continuous
as it consists of a superposition of overlapping signals. On the
other hand the BBH background (in green) is popcorn-like,
and the signals do not overlap. Remarkably, even though the
backgrounds have very di↵erent structure in the time domain,
the energy in both backgrounds are comparable below 100 Hz,
as seen in Figure 1.
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Exercise 1: Verify that the expected total rate of 
stellar-mass BBH mergers is between ~1 per minute  
and a few per hour.
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FIG. 1. The left panel shows the predicted median background for the BNS (red) and BBH (green) models described in the
text, the total (combined) background (blue), and the Poisson error bars (grey shaded region) for the total background. We also
show expected PI curves for observing runs O2, O3, and design sensitivity (see the main text for details about the assumptions
made for these observing runs). Virgo is included in O3 and beyond. The PI curves for O3 and beyond cross the Poisson error
region, indicating the possibility of detecting this background or placing interesting upper limits on the evolution of the binary
merger rates with redshift. In the right panel, we plot the signal-to-noise ratio as a function of observing time for the median
total background (blue curve) and associated uncertainty (shaded region). The median of the predicted total background can
be detected with SNR = 3 after 40 monthsof observation time, with LIGO-Virgo operating at design sensitivity (2022 – 2024).
The markers indicate the transition between observing runs. We only show 12 months of the Design phase here, although for
the calculation of the PI curves it is assumed to be 24 months long (see [45]).

The BBH background is di↵erent in nature even286

though the resulting energy density spectrum is simi-287

lar. BBH events create a highly non-stationary and non-288

Gaussian background (sometimes referred to as a pop-289

corn background in the literature), i.e. individual events290

are well separated in time, on top of the continuous back-291

ground from contributed BNS inspirals. The duration of292

the waveform is much smaller for these massive sources293

(14 s on average in the band above 10 Hz, considering294

both the power law mass distribution and the distribu-295

tion in redshift [46]) and much less than the time interval296

between events (223+352

�115
s on average) resulting in rare297

overlaps.298

Table I shows the estimated energy density at 25 Hz299

for each of the BNS, BBH and Total backgrounds. We300

also show the average time between events ⌧ for each301

of these backgrounds as well as the average number of302

overlapping sources at any time �, and the associated303

Poisson error bounds. The inverse of ⌧ gives the rate of304

events in Universe in s�1.305

Conclusion — The first gravitational wave detection of306

a binary neutron star system implies a significant contri-307

bution to the stochastic gravitational wave background308

from BNS mergers. Assuming the median merger rates,309

the background may be detected with SNR = 3 after 40310

monthsof accumulated observation time, during the De-311

sign phase (2022+)[45]. In the most optimistic case, an312

astrophysical background may be observed at a level of313

3� after only 18 monthsof observation, during O3, the314

next observing run.315

There are additional factors which may lead to an316

even earlier detection. First, the presence of additional317

sources, for example black hole-neutron star systems, will318

further add to the total background. Even small contri-319

butions to the background can decrease the time to detec-320

tion significantly. Second, the analysis we have presented321

here assumes the standard cross-correlation search. Spe-322

cialized non-Gaussian searches may be more sensitive,323

particularly to the BBH background [47, 48]. Unlike a324

standard matched filter search, non-Gaussian pipelines325

do not attempt to find individual events, but rather to326

measure the rate of sub-threshold events independently327

of their distribution.328

A detection of the astrophysical background allows for329

a rich set of follow-up studies to fully understand its com-330

position. The di↵erence in the time-domain structure of331

the BBH and BNS signals may allow the BNS and BBH332

backgrounds to be measured independently. After de-333

tecting the background, stochastic analyses can address334

whether the background is isotropic [49–51], unpolarized335

[52], and consistent with general relativity [53]. Finally,336

understanding the astrophysical background is crucial to337

subtract it and enable searches for a background of cos-338

mological origin [46].339

Acknowledgments — The authors gratefully acknowledge340

the support of the United States National Science Foun-341

(PRL 120, 091101, 2018)

Potentially detectable with advanced LIGO/Virgo

Based on standard search, but there exists a better method!  
(Smith & Thrane, PRX 8, 021019, 2018)
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Fig. 1 Gravitational-wave spectrum, together with potential sources and relevant detectors. Image credit
Institute of Gravitational Research/University of Glasgow

limiting2 noise sources below 10 Hz, and photon shot noise above a couple of kHz).
Outside this band there are several other experiments—both currently operating and
planned—that should also be able to detect gravitational waves. An illustration of the
gravitational-wave spectrum, together with potential sources and relevant detectors,
is shown in Fig. 1. We highlight a few of these experiments below.

1.2.1 Cosmic microwave background experiments

At the extreme low-frequency end of the spectrum, corresponding to gravitational-
wave periods of order the age of the Universe, the Planck satellite (ESA 2016c)
and other cosmic microwave background (CMB) experiments, e.g., BICEP and Keck
(BICEP/Keck 2016) are looking for evidence of relic gravitational waves from the
Big Bang in the B-mode component of CMB polarization maps (Kamionkowski et al.
1997; Hu and White 1997; Ade et al. 2015a). In 2014, BICEP2 announced the detec-
tion of relic gravitational waves (Ade et al. 2014), but it was later shown that the
observed B-mode signal was due to contamination by intervening dust in the galaxy
(Flauger et al. 2014; Mortonson and Seljak 2014). So at present, these experiments
have been able to only constrain (i.e., set upper limits on) the amount of gravitational

2 Actually, even if the gravity-gradient and seismic noise were zero, one couldn’t go below ∼1 Hz with the
current generation of ground-based laser interferometers, since the suspended mirrors (i.e., the test masses)
are no longer freely floating when you go below their resonant frequencies: ∼1 Hz.
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Bigger picture of GWs — sources & detectors
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2. Different types of stochastic 
GW backgrounds
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(i) Stochastic backgrounds can differ in spatial distribution

(like cosmic microwave background)

(statistically) isotropic anisotropic

(galactic plane in equatorial coords)
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(ii) They can also differ in temporal distribution and amplitude

Non-stationary (non-gaussian)Stationary Gaussian

Foreground

(e.g., from galactic white dwarf binaries; 
 modulated by LISA’s orbital motion)

(yr) 10



white noise 2Δt σ2

σ = 1

histograms power spectra

BBH ringdown 440 Hz

BNS chirp

f-7/3

(iii) They can also differ in power spectra depending on source
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Example: Rate estimates and signal durations imply BNS “confusion” 
& BBH “popcorn” for LIGO / Virgo

BBH “popcorn” histogramBBH (m1=m2=10 Msolar)

BNS “confusion” histogramBNS (m1=m2=1.4 Msolar)
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Combined BBH / BNS background signal
5

FIG. 2. We present a simulated time series of duration 104

seconds illustrating the character of the BBH and BNS signals
in the time domain. In red we show a simulated BNS back-
ground corresponding to the median rate as shown in Figure 1,
and in green we display the median BBH background. We do
not show any detector noise, and do not remove some loud
and close events that would be detected individually. The re-
gion in the black box, from 1800 – 2600 seconds, is shown in
greater detail in the inset. The BNS time series is continuous
as it consists of a superposition of overlapping signals. On the
other hand the BBH background (in green) is popcorn-like,
and the signals do not overlap. Remarkably, even though the
backgrounds have very di↵erent structure in the time domain,
the energy in both backgrounds are comparable below 100 Hz,
as seen in Figure 1.
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3. Characterizing a stochastic 
GW background
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Definition of a stochastic background

• Superposition of signals too weak or too numerous to 
individually detect 

• Looks like noise in a single detector 

• Characterized statistically in terms of moments 
(ensemble averages) of the metric perturbations
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Fig. 2 Our convention for the unit vectors {n̂, l̂, m̂} in terms of which the polarization basis tensors e+ab(n̂)
and e×ab(n̂) are defined. The unit vector n̂ points in the direction of the gravitational-wave source (the

gravitational wave propagates in direction k̂ = −n̂); l̂ = θ̂ and m̂ = φ̂ are two unit vectors that lie in the
plane perpendicular to n̂. Another choice for the polarization basis tensors, defined in terms of the ‘rotated’
unit vectors p̂and q̂, is given in Appendix A

The normalization constant

(2)Nl =
√

2(l − 2)!
(l + 2)! , (2.8)

was chosen so that {YG
(lm)ab(n̂),Y

C
(lm)ab(n̂)} is a set of orthonormal functions (with

respect to the multipole indices l and m) on the 2-sphere. Appendix G contains addi-
tional details regarding gradient and curl spherical harmonics.

Note that we have adopted the notational convention used in the CMB literature,
e.g., Kamionkowski et al. (1997), by putting parentheses around the lm indices to
distinguish them from the spatial tensor indices a, b, etc. In addition, summations
over l and m start at l = 2, and not l = 0 as would be the case for the expansion
of a scalar field on the 2-sphere in terms of ordinary (i.e., undifferentiated) spherical
harmonics. In what follows, we will use

∑
(lm) as shorthand notation for

∑∞
l= 2

∑l
m= −l

unless indicated otherwise.

123

hab(t, ⃗x ) = ∫
∞

−∞
df ∫ d2Ω ̂n ∑

A=+,×

hA( f, ̂n)eA
ab( ̂n) ei2πf(t+ ̂n⋅ ⃗x /c)

0
(no loss of generality)

in terms of quadratic expectation values
(if Gaussian)

Statistical properties encoded in:

⟨hA( f, ̂n)⟩ , ⟨hA( f, ̂n)hA′�( f′�, ̂n′�)⟩ , ⟨hA( f, ̂n)hA′�( f′�, ̂n′�)hA′ �′ �( f′�′ �, ̂n′ �′�)⟩ , ⋯

Polarization tensors:
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Figure 63: Graphical representation of the six di↵erent polarization modes. The circle
with a cross or arrow represents the direction of propagation of the gravitational wave.
The solid and dotted circles and ellipses denote deformations to a ring of particles 180�

out of phase with one another. Adapted from Figure 1 in [144].
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A=x

e+
ab( ̂n) = ̂la

̂lb − m̂am̂b

e×
ab( ̂n) = ̂lam̂b + m̂a

̂lb

( ̂l = ̂θ , m̂ = ̂ϕ)
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Quadratic expectation values specify different types 
of Gaussian stochastic backgrounds

characteristic strain 
(dimensionless)

hc( f ) ≡ fSh( f ) = Aα ( f
fref )

α
power spectral density (Hz-1)

Sh( f ) =
3H2

0

2π2

Ωgw( f )
f 3

energy density spectrum 
(dimensionless)

Ωgw( f ) ≡
1
ρc

dρgw

d ln f
=

f
ρc

dρgw

df

ρc ≡
3H2

0c2

8πG
ρgw =

c2

32πG
⟨ ·hab(t, ⃗x ) ·hab(t, ⃗x )⟩Exercise 2: Derive the above  

relationship.

Unpolarized, stationary 
isotropic:

⟨hA( f, ̂n)h*A′�( f′�, ̂n′�)⟩ =
1

16π
Sh( f )δ( f − f′�)δAA′� δ2( ̂n, ̂n′�)

!22

Unpolarized, stationary, 
anisotropic:

⟨hA( f, ̂n)h*A′�( f′�, ̂n′�)⟩ =
1
4

𝒫( f, ̂n)δ( f − f′�)δAA′� δ2( ̂n, ̂n′�)

Sh( f ) = ∫ d2Ω ̂n 𝒫( f, ̂n)where



“Phinney formula”: Calculating Ωgw(f) for an astrophysical background

In terms of event rate:

n(z) dz = R(z) |dt |s E(z) = Ωm(1 + z)3 + ΩΛ cosmology
dt
dz

s

=
1

(1 + z)H0E(z)

Ωgw( f ) ≡
1
ρc

dρgw

d ln f
=

f
ρc

dρgw

df

Recall:
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ABSTRACT

There is an extremely simple relationship between the spectrum of the gravitational
wave background produced by a cosmological distribution of discrete gravitational
wave sources, the total time-integrated energy spectrum of an individual source, and
the present-day comoving number density of remnants. Stated in this way, the back-
ground is entirely independent of the cosmology, and only weakly dependent on the
evolutionary history of the sources. This relationship allows one easily to compute the
amplitude and spectrum of cosmic gravitational wave backgrounds from a broad range
of astrophysical sources, and to evaluate the uncertainties therein.

Key words: gravitational waves – diffuse radiation – binaries: close – black hole
physics – relativity

1 INTRODUCTION

The strongest discrete sources of gravitational waves are those which radiate large amounts of energy in a time (short
compared to the age of the universe) before or after a catastrophic event. Examples include supernovae, accretion-induced
collapse, black-hole formation events and merging compact binary systems, which may involve white dwarfs, neutron stars or
black holes of the stellar or super-massive sort. It is becoming increasingly important to understand the ‘brightness’ of the
night sky in gravitational waves due to the cosmic superposition of such sources. This is crucial to the design of LISA, the
NASA/ESA Laser Interferometer Space Antenna, and for proposed follow-on missions at higher and lower frequencies which
might search for primordial stochastic backgrounds, e.g. from inflation or phase transitions in the early universe. There have
been a number of recent efforts to compute the backgrounds from particular classes of sources, by numerically integrating
spectra or waveforms of sources with assumed evolutionary histories over cosmological volumes (Coward, Burman & Blair
2001; Schneider et al 2001; Ferrari, Matarrese & Schneider 1999; Rajagopal & Romani 1995).

We show here that there is an extremely simple relationship between the spectrum of the gravitational wave background
produced by a cosmological distribution of such sources and the present-day comoving number density of remnants. The
background is entirely independent of the cosmology, and in most cases is almost independent of the evolutionary history of
the sources. This simple relation allows one to evaluate quickly uncertainties in estimates of gravitational wave backgrounds
and to survey new backgrounds. A companion paper (Phinney 2001) in this way surveys the gravitational wave sky, and
points out a number of previously unrecognized backgrounds of potential significance for LISA and future missions.

In section 2 we give a simple physical derivation of the theorem. Section 3 applies the theorem to the backgrounds produced
by non-relativistic binaries in circular orbits, and compares to previous calculations of the cosmic background from double-
degenerate binaries and merging super-massive black holes in galactic nuclei. The reader wanting quick numbers for other
circular orbit sources should use equations 15–17. Section 4 presents a formal derivation of the theorem, and shows explicitly
that it is valid for all source lifetimes, including ones much longer and much shorter than the duration of a measurement
experiment.

2 THE THEOREM: PHYSICAL DERIVATION

Let fr be the frequency of gravitational waves in a source’s cosmic rest frame, and f the frequency of those waves observed
today on earth, fr = f(1+ z). Let the total outgoing energy emitted in gravitational waves between frequency fr and fr +dfr

be

⋆ E-mail: esp@tapir.caltech.edu
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been a number of recent efforts to compute the backgrounds from particular classes of sources, by numerically integrating
spectra or waveforms of sources with assumed evolutionary histories over cosmological volumes (Coward, Burman & Blair
2001; Schneider et al 2001; Ferrari, Matarrese & Schneider 1999; Rajagopal & Romani 1995).

We show here that there is an extremely simple relationship between the spectrum of the gravitational wave background
produced by a cosmological distribution of such sources and the present-day comoving number density of remnants. The
background is entirely independent of the cosmology, and in most cases is almost independent of the evolutionary history of
the sources. This simple relation allows one to evaluate quickly uncertainties in estimates of gravitational wave backgrounds
and to survey new backgrounds. A companion paper (Phinney 2001) in this way surveys the gravitational wave sky, and
points out a number of previously unrecognized backgrounds of potential significance for LISA and future missions.

In section 2 we give a simple physical derivation of the theorem. Section 3 applies the theorem to the backgrounds produced
by non-relativistic binaries in circular orbits, and compares to previous calculations of the cosmic background from double-
degenerate binaries and merging super-massive black holes in galactic nuclei. The reader wanting quick numbers for other
circular orbit sources should use equations 15–17. Section 4 presents a formal derivation of the theorem, and shows explicitly
that it is valid for all source lifetimes, including ones much longer and much shorter than the duration of a measurement
experiment.

2 THE THEOREM: PHYSICAL DERIVATION

Let fr be the frequency of gravitational waves in a source’s cosmic rest frame, and f the frequency of those waves observed
today on earth, fr = f(1+ z). Let the total outgoing energy emitted in gravitational waves between frequency fr and fr +dfr

be

⋆ E-mail: esp@tapir.caltech.edu

Ωgw( f ) =
1
ρc ∫

∞

0
dz n(z)

1
1 + z (fs

dEgw

dfs )
fs=f(1+z)

fs = f(1 + z)

For a collection of sources:

Ωgw( f ) =
f

ρcH0 ∫
∞

0
dz R(z)

1
(1 + z)E(z) (

dEgw

dfs )
fs=f(1+z)

Exercise 3: Verify the above  
expression for |dt/dz| as well as  
the  “Phinney formula” in terms  
of the rate R(z).
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Simple example: circular binaries

Energy balance:
dEgw

dt
= −

dEorb

dt

⟹ Ωgw( f ) ∝ f2/3 , hc( f ) ∝ f −2/3

G = c = 1Units:

Kepler’s law: ω2r3 = GM ⟹ r ∼ M1/3ω−2/3 , ·r ∼ − r ·ω/ω

⟹
dEgw

dt
∼ − Mμ ·r/r2 ∼ ℳ5/3

c ω−1/3 ·ω

⟹
dEgw

df
=

dt
df

dEgw

dt
∼

1
·ω

dEgw

dt
∼ ℳ5/3

c f −1/3

Eorb = −
GMu

2r

r ≡ r1 + r2
M ≡ m1 + m2

μ ≡
m1m2

m1 + m2

ℳc ≡
(m1m2)3/5

(m1 + m2)1/5
= μ3/5M2/5

x

y

m1

m2

ωt
r1

r2

!24



4

FIG. 1. The left panel shows the predicted median background for the BNS (red) and BBH (green) models described in the
text, the total (combined) background (blue), and the Poisson error bars (grey shaded region) for the total background. We also
show expected PI curves for observing runs O2, O3, and design sensitivity (see the main text for details about the assumptions
made for these observing runs). Virgo is included in O3 and beyond. The PI curves for O3 and beyond cross the Poisson error
region, indicating the possibility of detecting this background or placing interesting upper limits on the evolution of the binary
merger rates with redshift. In the right panel, we plot the signal-to-noise ratio as a function of observing time for the median
total background (blue curve) and associated uncertainty (shaded region). The median of the predicted total background can
be detected with SNR = 3 after 40 monthsof observation time, with LIGO-Virgo operating at design sensitivity (2022 – 2024).
The markers indicate the transition between observing runs. We only show 12 months of the Design phase here, although for
the calculation of the PI curves it is assumed to be 24 months long (see [45]).

The BBH background is di↵erent in nature even286

though the resulting energy density spectrum is simi-287

lar. BBH events create a highly non-stationary and non-288

Gaussian background (sometimes referred to as a pop-289

corn background in the literature), i.e. individual events290

are well separated in time, on top of the continuous back-291

ground from contributed BNS inspirals. The duration of292

the waveform is much smaller for these massive sources293

(14 s on average in the band above 10 Hz, considering294

both the power law mass distribution and the distribu-295

tion in redshift [46]) and much less than the time interval296

between events (223+352

�115
s on average) resulting in rare297

overlaps.298

Table I shows the estimated energy density at 25 Hz299

for each of the BNS, BBH and Total backgrounds. We300

also show the average time between events ⌧ for each301

of these backgrounds as well as the average number of302

overlapping sources at any time �, and the associated303

Poisson error bounds. The inverse of ⌧ gives the rate of304

events in Universe in s�1.305

Conclusion — The first gravitational wave detection of306

a binary neutron star system implies a significant contri-307

bution to the stochastic gravitational wave background308

from BNS mergers. Assuming the median merger rates,309

the background may be detected with SNR = 3 after 40310

monthsof accumulated observation time, during the De-311

sign phase (2022+)[45]. In the most optimistic case, an312

astrophysical background may be observed at a level of313

3� after only 18 monthsof observation, during O3, the314

next observing run.315

There are additional factors which may lead to an316

even earlier detection. First, the presence of additional317

sources, for example black hole-neutron star systems, will318

further add to the total background. Even small contri-319

butions to the background can decrease the time to detec-320

tion significantly. Second, the analysis we have presented321

here assumes the standard cross-correlation search. Spe-322

cialized non-Gaussian searches may be more sensitive,323

particularly to the BBH background [47, 48]. Unlike a324

standard matched filter search, non-Gaussian pipelines325

do not attempt to find individual events, but rather to326

measure the rate of sub-threshold events independently327

of their distribution.328

A detection of the astrophysical background allows for329

a rich set of follow-up studies to fully understand its com-330

position. The di↵erence in the time-domain structure of331

the BBH and BNS signals may allow the BNS and BBH332

backgrounds to be measured independently. After de-333

tecting the background, stochastic analyses can address334

whether the background is isotropic [49–51], unpolarized335

[52], and consistent with general relativity [53]. Finally,336

understanding the astrophysical background is crucial to337

subtract it and enable searches for a background of cos-338

mological origin [46].339
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10 THE NANOGRAV COLLABORATION

Table 3
Pulsars used in our GWB analysis (see NG11 for full details of pulsar
properties). The second column shows the weighted root-mean-square

epoch-averaged post-fit timing residuals (see NG9a for a definition of this
quantity).

PSR name RMS [µs] #epochs #TOAs baseline [yr]
J0023+0923 0.361 415 8,217 4.4
J0030+0451 0.691 268 5,699 10.9
J0340+4130 0.454 127 6,475 3.8
J0613-0200 0.422 324 11,566 10.8
J0645+5158 0.178 166 6,370 4.5
J1012+5307 1.07 493 16,782 11.4
J1024-0719 0.323 194 8,233 6.2
J1455-3330 0.672 277 7,526 11.4
J1600-3053 0.23 275 12,433 8.1
J1614-2230 0.199 241 11,173 7.2
J1640+2224 0.426 323 5,982 11.1
J1643-1224 3.31 298 11,528 11.2
J1713+0747 0.108 789 27,571 10.9
J1738+0333 0.52 208 4,881 6.1
J1741+1351 0.128 134 3,047 6.4
J1744-1134 0.842 322 11,550 11.4
J1747-4036 3.59 113 6,065 3.8
J1853+1303 0.239 107 2,514 4.5
B1855+09 0.809 296 5,634 11.0
J1903+0327 3.65 112 3,326 6.1
J1909-3744 0.148 451 17,373 11.2
J1910+1256 0.544 130 3,563 6.8
J1918-0642 0.322 364 12,505 11.2
J1923+2515 0.229 87 1,954 4.3
B1937+21 1.57 460 14,217 11.3
J1944+0907 0.352 104 2,850 4.4
B1953+29 0.377 88 2,331 4.4
J2010-1323 0.257 222 10,844 6.2
J2017+0603 0.11 102 2,359 3.8
J2043+1711 0.12 197 3,262 4.5
J2145-0750 0.968 258 10,938 11.3
J2214+3000 1.33 176 4,569 4.2
J2302+4442 1.07 138 6,549 3.8
J2317+1439 0.271 395 5,958 11.0

limit of 1.45(2) ⇥ 10-15. This value is the same, within sam-
pling error, no matter which ephemeris we take as a starting
point for BAYESEPHEM, demonstrating that we have success-
fully “bridged” the individual ephemerides.

Comparing the columns of Table 4 shows how the upper
limits vary under different assumptions on the presence of
spatially correlated common processes in the data. The limits
are slightly more stringent if we model the GWB as a spatially
uncorrelated common process (model 2A in the second col-
umn), indicating that Hellings–Downs correlations help the
likelihood isolate a GW-like signal (whether real, or due to
random noise fluctuations). Introducing additional spatially
correlated processes (with ephemeris-error–like dipolar corre-
lations, clock-error–like monopolar correlations, or both, cor-
responding to models 3B, 3D, and 3C) reduces upper lim-
its for the individual ephemerides but not for BAYESEPHEM,
suggesting that the same realization of inter-pulsar signal cor-
relations can be picked up by different ORFs, and that dipole
and monopole processes can absorb some, but not all, of the
systematic bias caused by ephemeris error.

In Figure 2 we show the 95% upper limit for the amplitude
of an uncorrelated common process (model 2A) as a function
of �. In the absence of red noise, and if the lowest sampling
frequency (1/T ) dominated our sensitivity, we would expect
these constraints to scale as / T -�/2, where T is the longest
timing baseline across the entire PTA. We find the actual scal-
ing to be closer to / T -0.4� , indicating that red noise is present
and that more than one frequency component contributes to
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Figure 2. GWB-amplitude 95% upper limit for an uncorrelated common
process (model 2A) as a function of spectral index � (see Eq. (5)), for the
JPL ephemerides and for BAYESEPHEM. The dotted curve shows a power-
law fit to the BAYESEPHEM curve, which is consistent with a similar fit in
NG9b.
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Figure 3. Top panel: GWB-amplitude 95% upper limits for an uncorrelated
common process with � = 13/3 power law (straight black line) or with in-
dependently determined free-spectrum components (jagged black line). The
thickness of the lines spans the spread of results over different ephemerides.
The dash-dotted line shows the expected sensitivity scaling behavior for
white-noise. The colored dashed lines and bands show median and one-
sigma ranges for the GWB amplitudes predicted in MOP14 (green), Simon
& Burke-Spolaor (2016) (orange), and S16 (blue). Bottom panel: As in the
top panel, except showing the results in terms of the stochastic GWB energy
density (per logarithmic frequency bin)in the Universe as a fraction of clo-
sure density, ⌦GWB( f )h2. The relationship between hc( f ) and ⌦GWB( f )h2 is
given in Equation 10.

the likelihood.
In the top panel of Figure 3 we show 95% upper lim-

its for free-spectrum amplitudes (jagged black line), which
are diagnostic of the sensitivity of our dataset to individual
monochromatic GW signals. In the same plot we show also
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J1910+1256 0.544 130 3,563 6.8
J1918-0642 0.322 364 12,505 11.2
J1923+2515 0.229 87 1,954 4.3
B1937+21 1.57 460 14,217 11.3
J1944+0907 0.352 104 2,850 4.4
B1953+29 0.377 88 2,331 4.4
J2010-1323 0.257 222 10,844 6.2
J2017+0603 0.11 102 2,359 3.8
J2043+1711 0.12 197 3,262 4.5
J2145-0750 0.968 258 10,938 11.3
J2214+3000 1.33 176 4,569 4.2
J2302+4442 1.07 138 6,549 3.8
J2317+1439 0.271 395 5,958 11.0

limit of 1.45(2) ⇥ 10-15. This value is the same, within sam-
pling error, no matter which ephemeris we take as a starting
point for BAYESEPHEM, demonstrating that we have success-
fully “bridged” the individual ephemerides.

Comparing the columns of Table 4 shows how the upper
limits vary under different assumptions on the presence of
spatially correlated common processes in the data. The limits
are slightly more stringent if we model the GWB as a spatially
uncorrelated common process (model 2A in the second col-
umn), indicating that Hellings–Downs correlations help the
likelihood isolate a GW-like signal (whether real, or due to
random noise fluctuations). Introducing additional spatially
correlated processes (with ephemeris-error–like dipolar corre-
lations, clock-error–like monopolar correlations, or both, cor-
responding to models 3B, 3D, and 3C) reduces upper lim-
its for the individual ephemerides but not for BAYESEPHEM,
suggesting that the same realization of inter-pulsar signal cor-
relations can be picked up by different ORFs, and that dipole
and monopole processes can absorb some, but not all, of the
systematic bias caused by ephemeris error.

In Figure 2 we show the 95% upper limit for the amplitude
of an uncorrelated common process (model 2A) as a function
of �. In the absence of red noise, and if the lowest sampling
frequency (1/T ) dominated our sensitivity, we would expect
these constraints to scale as / T -�/2, where T is the longest
timing baseline across the entire PTA. We find the actual scal-
ing to be closer to / T -0.4� , indicating that red noise is present
and that more than one frequency component contributes to
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Figure 2. GWB-amplitude 95% upper limit for an uncorrelated common
process (model 2A) as a function of spectral index � (see Eq. (5)), for the
JPL ephemerides and for BAYESEPHEM. The dotted curve shows a power-
law fit to the BAYESEPHEM curve, which is consistent with a similar fit in
NG9b.
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Figure 3. Top panel: GWB-amplitude 95% upper limits for an uncorrelated
common process with � = 13/3 power law (straight black line) or with in-
dependently determined free-spectrum components (jagged black line). The
thickness of the lines spans the spread of results over different ephemerides.
The dash-dotted line shows the expected sensitivity scaling behavior for
white-noise. The colored dashed lines and bands show median and one-
sigma ranges for the GWB amplitudes predicted in MOP14 (green), Simon
& Burke-Spolaor (2016) (orange), and S16 (blue). Bottom panel: As in the
top panel, except showing the results in terms of the stochastic GWB energy
density (per logarithmic frequency bin)in the Universe as a fraction of clo-
sure density, ⌦GWB( f )h2. The relationship between hc( f ) and ⌦GWB( f )h2 is
given in Equation 10.

the likelihood.
In the top panel of Figure 3 we show 95% upper lim-

its for free-spectrum amplitudes (jagged black line), which
are diagnostic of the sensitivity of our dataset to individual
monochromatic GW signals. In the same plot we show also

Pulsar Timing
(NANOGrav 11-year stochastic paper) 

Ωgw( f ) ∝ f2/3 , hc( f ) ∝ f −2/3
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4. Correlation methods

!26



Single vs. multiple detectors

• Initial discovery of the CMB was in a single 
detector (excess noise that could not be 
attributed to any known noise source) 

• Ground-based detectors currently aren’t 
sensitive enough for expected GW 
backgrounds to stand out above instrumental 
noise (LISA is another story!) 

• Instead, look for evidence of a common 
disturbance in multiple detectors -> cross-
correlation 

• Signal might be weak, but you can build up 
SNR by correlating for long periods of time

19
65
Ap
J.
..
14
2

19
65
Ap
J.
..
14
2

(Penzias & Wilson, 1965)
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Cross-correlation: basic idea

of one detector as a template for the other, taking into account the physical separation and
relative orientation of the two detectors. In this section, we introduce cross-correlation
methods in the context of both frequentist and Bayesian inference, analyzing in detail a
simple toy problem (the data are “white” and we ignore complications that come from the
separation and relative orientation of the detectors—this we discuss in detail in Section 5).
We also briefly discuss possible alternatives to cross-correlation methods, e.g., using a null
channel as a noise calibrator.

The basic idea of using cross-correlation to search for stochastic gravitational-waves can
be found in several early papers [87, 92, 132, 49, 50, 75]. The derivation of the likelihood
function in Section 4.2 follows that of [55]; parts of Section 4.4 are also discussed in [28, 67].

4.1 Basic idea

The key property that allows one to distinguish a a stochastic gravitational-wave back-
ground from instrumental noise is that the gravitational-wave signal is correlated across
multiple detectors while instrumental noise typically is not. To see this, consider the
simplest possible example, i.e., a single sample of data from two colocated and coaligned
detectors:

d1 = h + n1 ,

d2 = h + n2 .
(4.1)

Here h denotes the common gravitational-wave signal and n1, n2 the noise in the two
detectors. To cross correlate the data, we simply form the product of the two samples,
Ĉ12 ⌘ d1d2. The expected value of the correlation is then

hĈ12i = hd1d2i = hh
2
i + hn1n2i +����*0

hhn2i +����*0
hn1hi = hh

2
i + hn1n2i , (4.2)

since the gravitational-wave signal and the instrumental noise are uncorrelated. If the
instrumental noise in the two detectors are also uncorrelated, then

hn1n2i = 0 , (4.3)

which implies
hĈ12i = hh

2
i ⌘ Sh . (4.4)

This is just the variance (or power) of the stochastic gravitational-wave signal. So by cross-
correlating data in two (or more) detectors, we can extract the common gravitational-wave
component.

We have assumed here that there is no cross-correlated noise (instrumental or envi-
ronmental). If there is correlated noise, then the simple procedure describe above needs
to be augmented. This will be discussed in more detail in Section 9.6.

4.2 Relating correlations and likelihoods

The cross-correlation approach arises naturally from a standard likelihood analysis if we
adopt a Gaussian stochastic template for the signal. Revisiting the example from the
previous section, let’s assume that the detector noise is Gaussian-distributed with variances
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Expected value of cross-correlation:

Assuming detector noise is uncorrelated:
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multiple detectors while instrumental noise typically is not. To see this, consider the
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which implies
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This is just the variance (or power) of the stochastic gravitational-wave signal. So by cross-
correlating data in two (or more) detectors, we can extract the common gravitational-wave
component.

We have assumed here that there is no cross-correlated noise (instrumental or envi-
ronmental). If there is correlated noise, then the simple procedure describe above needs
to be augmented. This will be discussed in more detail in Section 9.6.

4.2 Relating correlations and likelihoods

The cross-correlation approach arises naturally from a standard likelihood analysis if we
adopt a Gaussian stochastic template for the signal. Revisiting the example from the
previous section, let’s assume that the detector noise is Gaussian-distributed with variances
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Data from two detectors:

common GW signal component

d1 = h + n1

d2 = h + n2
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Worked example: N samples, white GWB in white detector noise
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μ ≡ ⟨Ĉ12⟩ =
1
N

N

∑
i=1

⟨d1id2i⟩

Expected value:

= ( 1
N )

2 N

∑
i=1

N

∑
j=1

(⟨d1id2id1jd2j⟩ − ⟨d1id2i⟩⟨d1jd2j⟩)

=
1
N

N

∑
i=1

⟨h2
i ⟩

̂Sh ≡ Ĉ12 =
1
N

N

∑
i=1

d1id2i d1i = hi + n1i , d2i = hi + n2i
(common GW signal,  
uncorrelated detector noise)

Variance: σ2 ≡ ⟨Ĉ2
12⟩ − ⟨Ĉ12⟩2

= ( 1
N )

2 N

∑
i=1

N

∑
j=1

(⟨d1id1j⟩⟨d2id2j⟩ + ⟨d1id2j⟩⟨d2id1j⟩)

= ( 1
N )

2 N

∑
i=1

(S1S2 + S2
h) =

1
N (S1S2 + S2

h) ≃
1
N

S1S2

= Sh

SNR: ρ ≡
μ
σ

≃
Sh

S1S2/N
⟹ ρ ≃ N

Sh

Sn
where S1S2 ≈ Sn1

Sn2
≡ Sn

⟨abcd⟩ = ⟨ab⟩⟨cd⟩ + ⟨ac⟩⟨bd⟩ + ⟨ad⟩⟨bc⟩

= ( 1
N )

2 N

∑
i=1

N

∑
j=1

(S1δij S2δij + Shδij Shδij)
S1 = Sn1

+ Sh

S2 = Sn2
+ Sh

where



Cross-correlation estimators / optimal filtering
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̂Sh ≃ ∫
∞

−∞
df ∫

∞

−∞
df′� δT( f − f′�)d̃1( f )d̃*2 ( f′�)Q̃*( f′�)

More generally: ̂Sh = ∫
T/2

−T/2
dt ∫

T/2

−T/2
dt′� d1(t)d2(t′�)Q(t, t′�)

if stationary
Q(t, t′�) = Q(t − t′�)

Exercise 4: Verify the expression  
for the optimal filter function Q(f).

de-weight correlation 

when noise is large or 

overlap is small

expected 

signal spectrum

⟨h̃1( f )h̃*2 ( f′�)⟩ =
1
2

δ( f − f′�)Γ12( f )Sh( f )

correlation coeff (overlap)

between two detectors

Choose Q to maximize SNR for fixed spectral shape:

Q̃( f ) ∝
Γ12( f )H( f )
P1( f )P2( f )



5. Some simple examples
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(code to simulate data and do the analyses are on github repository) 



expected and estimated values of 

power agree to 3.5%, within 1 sigma

  

optimally filtered CC SNR = 2.9

(i) White GWB in white detector noise

 32

H( f ) = 1



(ii) Confusion-limited BNS GWB in white detector noise

expected and estimated values of 

power agree to 2.7%, within 1 sigma

  

optimally filtered CC SNR = 12

 33

H( f ) = ( f/fref)−7/3



(iii) Two-component GWB in white detector noise 
(GWB = white GWB + confusion-limited BNS GWB)

optimal-filtering for each component separately:

white GWB: 48% overestimate, > 1 sigma

BNS GWB: 6.9% overestimate, within 1 sigma

separate analyses overestimate strength of each GWB  
component and underestimate error bars

joint multi-component analysis:

white GWB: agreement to 7.3%, SNR=1.4

BNS GWB: agreement to 3.8%, SNR=6.0

joint analysis properly takes into account the  
covariance between the component spectral shapes 

Parida et al, JCAP 024, 2106 
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H1( f ) = 1
H2( f ) = ( f/fref)−7/3



Joint multi-component analysis
Data are cross-correlation estimates: Ĉ12( f ) ≡

2
T

d̃1( f )d̃*2 ( f )

Noise covariance matrix: N12( f, f′�) ≡ ⟨Ĉ12( f )Ĉ*12( f′�)⟩ − ⟨Ĉ12( f )⟩⟨Ĉ*12( f′�)⟩
≃ δff′� P1( f )P2( f )

Expectation value: ⟨Ĉ12( f )⟩ = ∑
α

Aα Γ12( f )Hα( f ) ≡ ∑
α

Mα( f )Aα

spectral shapes

amplitudes

Likelihood function: p(Ĉ |A, N) ∝ exp [−
1
2

(Ĉ − MA)†N−1(Ĉ − MA)]

Exercise 5: Verify the expression  
for the ML estimators.

Maximum-likelihood estimators: ̂A = F−1X
F ≡ M†N−1M , X ≡ M†N−1Ĉ

Fαβ = ∫
∞

−∞
df

Hα( f )Γ2
12( f )Hβ( f )

P1( f )P2( f )

Fisher matrix

(noise-weighted inner product of spectral shapes;

inverse covariance matrix for A )
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end lecture 1
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extra slides
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What are the prospects for detection?
No detections yet; only upper limits on strength of background in different freq bands.  



What are the prospects for detection?
No detections yet; only upper limits on strength of background in different freq bands.  

Figure 1 – Constraints on the SGWB, as well as some representative models, across many decades in frequency.
Presented are the limits from ground-based interferometers from the final science run of Initial LIGO-Virgo, the
co-located detectors at Hanford (H1-H2), Advanced LIGO (aLIGO) O1, and the projected design sensitivity of
the advanced detector network assuming two years of coincident data, with constraints from other measurements:
CMB measurements at low multipole moments 53, indirect limits from the Cosmic Microwave Background (CMB)
and Big-Bang Nucleosynthesis 54,55, pulsar timing 55, and from the ringing of Earth’s normal modes 56. The
predicted SGWB from binary black holes (BBH) 6 and binary neutron stars (BNS) 57 are displayed. Also given
are the projected limits for the proposed space-based detector LISA 51. Displayed in Figure 2 is the region in the
black box in more detail. Figure from 50.

2 Results from Advanced LIGO Observing Run O1

Advanced LIGO’s first observing run went from September 2015 to January 2016. The data
from the two Advanced LIGO detectors, LIGO Hanford and LIGO Livingston, were used for
the search for a SGWB. Data quality cuts removed problematic times and frequencies from
the analysis. In total, 29.85 days of coincident data were analyzed. No SGWB was detected.
Assuming that the frequency dependence of the energy density of the SGWB is flat, namely
↵ = 0, the constraint on the energy density is ⌦(f) < 1.7 ⇥ 10�7 with 95% confidence within
the 20 Hz - 86 Hz frequency band 50. This is a factor of 33 better than the upper limit set by
initial LIGO and initial Virgo 13. Assuming a spectral index of ↵ = 2/3 the constraint on the
energy density is ⌦(f) < 1.3 ⇥ 10�7 with 95% confidence within the 20 Hz - 98 Hz frequency
band, while for ↵ = 3 it is ⌦(f) < 1.7 ⇥ 10�8 in the 20 Hz - 300 Hz band 50 (the reference
frequency is fref = 25 Hz when ↵ 6= 0). Figure 1 provides the O1 SGWB results, as well
as constraints from from previous analyses, theoretical predictions, the expected sensitivity at
design sensitivity for Advanced LIGO and Advanced Virgo, and the projected sensitivity of the
proposed Laser Interferometer Space Antenna (LISA) 51. The O1 results will be used to limit
cosmic string parameters, similar to what was done with initial LIGO and initial Virgo 11,52.

The dramatic improvement in the upper limit on the SGWB energy density was important,
but not the most important SGWB outcome of observing run O1. The observation of the
gravitational waves from stellar mass binary black hole mergers 1,2,3 implies that these events
are far more numerous in the universe than previously expected. In fact, it is likely that the
SGWB produced from these type of events will be at the level of ⌦GW ⇠ 10�9 in the observing
band of Advanced LIGO and Advanced Virgo 6. See Figure 2.

2.1 Anisotropic O1 Results

Within the LIGO-Virgo observational band it is expected that the SGWB will be essentially
isotropic. However, LIGO and Virgo have decided to look for a SGWB that would be anisotropic.
Such an anisotropic background could provide even more information about the early universe,
or the astrophysical environment in our region of the universe. Using the recent O1 data there
have been three di↵erent types of searches for an anisotropic background59. To look for extended

(PRL 118, 121101, 2017)
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Cosmological model

ts

t0

ts+Δts

ts+Δt0

observer source

r = const

ds2 = − c2 dt2 + a2(t)(dr2 + r2 dθ2 + r2 sin2 θ dϕ2)
Friedmann-Robertson-Walker line element:

Δt0 = (1 + z) Δts

Redshifted frequencies and time-intervals:

fs = (1 + z) f0

dt
dz

=
1

(1 + z)H0E(z)

Friedmann equation

E(z) = Ωm(1 + z)3 + ΩΛ

cosmology

·a
a

≡ H(t) = H0 E(z)

1 + z =
a(t0)
a(ts)

⟶ 1 + z =
1

a(ts)
, a(t0) ≡ 1
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